Time Sensitive Analysis of d-dim IS| Processes

Ryan T. White* and J. H. Dshalalow

Florida Institute of Technology

AMS Southeastern Sectional Meeting

White* & Dshalalow (FIT) Time Sensitive Analysis of d-dim ISI Processes 2017 1/17



ISI Processes and a Standard Problem

o A(t) = (Ai(t), - Aa(t)) is defined on a filtered probability space (2, F, (F:),P)

White* & Dshalalow (FIT) Time Sensitive Analysis of d-dim ISI Processes 2017 2/17



ISI Processes and a Standard Problem

o A(t) = (Ai(t), - Aa(t)) is defined on a filtered probability space (2, F, (F:),P)

e A(t) is a independent and stationary increment (ISI) jump process

White* & Dshalalow (FIT) Time Sensitive Analysis of d-dim ISI Processes 2017 2/17



ISI Processes and a Standard Problem

o A(t) = (Ai(t), - Aa(t)) is defined on a filtered probability space (2, F, (F:),P)

e A(t) is a independent and stationary increment (ISI) jump process

@ We consider the exit of A(t) from R = (—oo, M) X - -+ x (—o0, Mg)

White* & Dshalalow (FIT) Time Sensitive Analysis of d-dim ISI Processes 2017 2/17



ISI Processes and a Standard Problem

o A(t) = (Ai(t), - Aa(t)) is defined on a filtered probability space (2, F, (F:),P)

e A(t) is a independent and stationary increment (ISI) jump process

@ We consider the exit of A(t) from R = (—oo, M) X - -+ x (—o0, Mg)

o i.e. when any A;(t) crosses threshold M

White* & Dshalalow (FIT) Time Sensitive Analysis of d-dim ISI Processes 2017 2/17



ISI Processes and a Standard Problem

o A(t) = (Ai(t), - Aa(t)) is defined on a filtered probability space (2, F, (F:),P)

e A(t) is a independent and stationary increment (ISI) jump process

We consider the exit of A(t) from R = (—oo, M) X -+ X (—00, Ma)

o i.e. when any A;(t) crosses threshold M

The first passage time (FPT) is T, = inf{t: A(t) ¢ R}

White* & Dshalalow (FIT) Time Sensitive Analysis of d-dim ISI Processes 2017 2/17



ISI Processes and a Standard Problem

o A(t) = (Ai(t), - Aa(t)) is defined on a filtered probability space (2, F, (F:),P)

e A(t) is a independent and stationary increment (ISI) jump process

We consider the exit of A(t) from R = (—oo, M) X -+ X (—00, Ma)

o i.e. when any A;(t) crosses threshold M

The first passage time (FPT) is T, = inf{t: A(t) ¢ R}

We seek probabilistic data about the FPT T, position of the process at exit A(T4),
marginal values A;(Ts), the relationships between exits of each component, etc.
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Delayed Observation and a Complication

@ A(t) is inaccessible to the observer

Figure: A 1D process under delayed observation
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Delayed Observation and a Complication

@ A(t) is inaccessible to the observer

o Information is only available upon an independent renewal process {7, }

o We can only analyze the pw-constant A, = A(7y)
e The FPT is not accessible

o We have the virtual passage time 7, for p = inf{n : A(7,) ¢ R}

Figure: A 1D process under delayed observation

Ai(t) Tp-1

! To
FPT i '
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Previous Relevant Results

o “Time insensitive” joint transforms[*®]

E [e—iul-Ap,l—iw-Ap—hoTp,l—hrp}
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o “Time sensitive” transforms in 1D

—iv1 Ay 1 —ivg Ay, —iwA(t)—ix1 T, 1 —ixzoT
E [e P P P Pl{"'p—lgt<7—p}

e Marginal transforms, including E [e‘iwA(t)l{Tp71§t<Tp}]
o Joint distributions: P{A, =k, 7, < t}, P{A, < s,7p <t}
o Applications to financel3!, queueingl!!, stochastic networks!6!
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|
Approach

@ Introduce a new point process, 7 = {Tp, T1,... }, independent of the filtration (F3),
where each A,, =T, — T,—1 > 0 is independent
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|
Approach

@ Introduce a new point process, 7 = {Tp, T1,... }, independent of the filtration (F3),
where each A,, = T,, — T,,—1 > 0 is independent
@ Derive a general result for a joint characteristic function of the ISI processes
Folt,v0,- .., Um,w,z) = E [6423’;0 vj-A(Tj)*iw-A(t)fim-AI{Tn71St<Tn}]
@ Apply the result to A(t) as a compound Poisson process

© Embed the {T,,} into {7} and find joint functionals restricted to random intervals
Io = [O,Tp71) and [1 = [7’,)7177',))
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Result for General ISI Processes

Theorem 1.

For the d-dimensional ISI process A(t) on the trace c-algebra F N {Tr,—1 <t < Ty}
where T,,—1 and A, are independent of F; satisfies

Fy (0,00, ..., Vm, w, x)

:h b +w,z; +0) B [e—”"Aw(bn,bn+w,An,0)] ﬁ ~; (b, ;)

j=n+1

under the notation

b= v, o (bys) = B[40
i=j

002500 = (700 0,) +p @) ()
v (a,9) =FE [e_wAje_ia'[A(Ti)_A(ijl)q - E [e—za A(ay)-ivn; }

where vj,w € C% and z € C™*

v
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|
Outline of Theorem 1 Proof (1)

o We seek F}; (6,v0, ..., 0m,w,z) = [ e E, (£, 00, .oy Vm, w, x) dt

—o0
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-
Outline of Theorem 1 Proof (1)

o We seek F}; (6,v0, ..., 0m,w,z) = [ e E, (£, 00, .oy Vm, w, x) dt

— 00
o Let 7= (ro,...,7m) and sn = >0 (7;.

o Writing F,, as an integral w.r.t. joint distribution of (Ao, ..., Ay») and rewriting
A(Ty) and A(¢),

F}; (0,00, ..y Vm, w, T)

_ / e*iGt / e*ix-rE
teR reRm+1

e—iz;?;ol(bj+w).[A(sj)—A(sj,1)}—i(bn+w)-[A(:)—A(sn,1):

o e ibn TAGn) =AM =i T by [A(sy) = A(s5-1)]

0 J

><1{

Snilgt<s"71+7‘"} dPgA (TO"",Tm) dt
j=
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-
Outline of Theorem 1 Proof (2)

@ By the ISI properties,

Fyy (0,00, .., Vm, w, T)

n—1
= / e_iet/ e i H @ (b +w,rj) e (bn +w,t — sn_1)
teR rerm+1

7=0
X @ (bn, Sn—1 +1n — t) H w (bj,rj) l{sn_1§t<s”71+m} dPg A, (10, eeey T dt
j=nt1 j=0 -

Fy

—

0,00, ..., Um, W, T)
1

- / Re_i(%j"re)"’j(p(bj +w,r;) dPa; (r;) H / €% o (by,r;) dPa, (r;)
0 rjE [

j j=n+177jE€R

A Sp—1+tTn (¢
X / e nTn / e "’ ( 75"*1)gp (bn +w,t — sp—1)
rn €R t

=Sn—1

3
|

X @ (bn, Sn—1 4 1n —t) dt dPa,, (n)
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Outline of Theorem 1 Proof (2)
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Fyy (0,00, .., Vm, w, T)

n—1
= / e_iet/ e i H @ (b +w,rj) e (bn +w,t — sn_1)
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7=0
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j=nt1 j=0 -

@ By Fubini's Theorem and the independence of Ao, ..., Ap,

Fy

—

0,00, ..., Um, W, T)
1
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|
Outline of Theorem 1 Proof (3)

o For the t-independent integrals, return to expectation form.

=11 @ +waz;+6) T (s,

j=0 j=n+1
X / e @nn / ’ e Py (bn, + w,u) @ (bn, 7 — u) dudPa,, (T5)
rn€R u=0
n—1 ] m
=[]0 +waz;+0)E [e*””A"w (bn + w7bn,Am9)] |1 RACED)
j=0 j=n+1
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|
Outline of Theorem 1 Proof (3)

o For the t-independent integrals, return to expectation form.

@ By the translation invariance property of the Lebesgue measure and taking
u =t — Sp—1, we can adjust the t-integral to an associated u-integral,

Fy; (0,00, ..., Vm, w, x)
n

=11 @ +waz;+6) T (s,

=0 j=nt1
X / e Honn / ! e "o (bp +w,u) @ (bn,7n — u) dudPa, (rn)
rn €ER u=0
n—1 ] m
— T @ +wa;+0)E [e*“mw (b + 1w, by, A, 9)} JIRACED,
=0 j=n+1

White* & Dshalalow (FIT) Time Sensitive Analysis of d-dim ISI Processes 2017 9 /17



Application of Theorem 1 to a Compound Poisson Process

o Let A(t) = 3 axes, ([0,t]) be a compound Poisson process in R?
k>0
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Application of Theorem 1 to a Compound Poisson Process

o Let A(t) = 3 axes, ([0,t]) be a compound Poisson process in R?
k>0

o Characteristic function of marks - g(v) = E [e~%v"91]

Theorem 2.

Let a(t) be a d-dimensional compound Poisson process of rate \ and assume T is
independent of Fi, then

( o, ... 7’Um7wx)

:n]:[ (6 + 25 — i1 — g(b; +w)) H Lj(z; —ix(1 — g(b))))
=0 j=n+1
Ln(2n — iA1= g(bn))) = Ln(0 + xn — iA(1 — g(bn + w)))
i0 + Mg (bn +w) — g(bn))

X

where L;(z) = E [e~***7] denotes the characteristic function of A;.
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|
Proof of Theorem 2

@ Since A is a compound Poisson process,
ola,s) = E [64@./1(5)] _ ef)\s(lfg(a))y

7 (a,9) = B [em A 708 ] = 1 (9~ ix(1 - g(a)),
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|
Proof of Theorem 2

@ Since A is a compound Poisson process,
ola,s) = E [6441.,4(5)] _ ef)\s(lfg(a))y

7 (a,9) = B [em A 708 ] = 1 (9~ ix(1 - g(a)),

@ In addition,

Ap .
W (b,a, A, 0) = / e (b,1) @ (a, A — 1) dt
(0]
e A1=g(@) Ay _ —(i04A(1-g())An

i + A (g (a) — g (b))
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Random Vicinities of T,

At)

I

Figure: 1D compound Poisson process with random intervals in the vicinity of Ty
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|
{T}vs. 1)1 & 7,

@ For discussion, let d = 2.
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|
{T}vs. 1)1 & 7,

@ For discussion, let d = 2.
@ Theorems 1-2 required the independence of {T7,} from the filtration
o We cannot replace T’,'s with 7,1 and 7, as they fail this independence

@ We can embed {7} into {7, }:

T():O, ’111:’7'7'717 TQZTJ‘, T3=Tk71, T4:7'k,
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|
{T}vs. 1)1 & 7,

@ For discussion, let d = 2.
@ Theorems 1-2 required the independence of {T7,} from the filtration
o We cannot replace T’,'s with 7,1 and 7, as they fail this independence
@ We can embed {7} into {7, }:

To=0, Th=71j—1, To=715, T3=7K_1, Ts=Ty,
@ Then, Theorem 2 determines

*
Fj:V1<V2:k(67 U1, V2, W, h‘O? h’)

_ —i0t —iv1-Aj 1 —ivg-Aj—iw-A(t)—ihoT; 1 —ihd;
7/ € E [e 1{-rj,1§t<7—j} 1o, —jva=k} d
t>0

where v; = inf {n : A;(tn) > M;}, and §; =75 — 7j_1.
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Partitioning and Geometric Series

@ Splitting the goal functional into three parts,
¢‘<2)(9, V1, V2, W, ho, h)

:/ 0 [e—wl-Ap,l—m2-Ap—iw-A(t)—ih07p,1—ihap }dt
>0

1{Tp,1 §t<7‘p}

* * *
=Ficv, T Fo =y, + Flisu,
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Partitioning and Geometric Series

@ Splitting the goal functional into three parts,
¢(2)(9, V1, V2, W, ho, h)

_/ 0 [e—wl-Ap,l—iuQ-Ap—iw-A(t)—moTp,l—ihap
>0

1{Tp,1§t<fp}} dt

* * *
=Ficv, T Fo =y, + Flisu,

@ Each further reduce to series of results that can be derived via Theorem 2:

V1<l/2 E E =v1<vo=k

J>0k>j

1/1_1/2 - E yl_yg_k
3>0

V1>V2 § :E :F7V1>V2 k
k>0j>k
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Partitioning and Geometric Series

@ Splitting the goal functional into three parts,
¢(2)(9, V1, V2, W, ho, h,)

_/ 0 [e—wl-Ap,l—iuQ-Ap—iw-A(t)—moTp,l—ihap
>0

1{Tp,1§t<fp}} dt

* * *
=Ficv, T Fo =y, + Flisu,

@ Each further reduce to series of results that can be derived via Theorem 2:

V1<l/2 E E =v1<vo=k

J>0k>j

1/1_1/2 - E yl_yg_k
3>0

V1>V2 § :E :F7V1>V2 k
k>0j>k

o These sum as geometric series (using independent increments, iid inter-observation
times d;, and boundedness in the unit ball via Schwarz Lemma)
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Theorem 3

@ The result is established via the series convergence
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Theorem 3

@ The result is established via the series convergence

Theorem 3.

The joint functional ® of the process A(t) on the interval [r,_1,7,) satisfies
@2 (0,v1,v2,w, ho, h)

_ —ot —v1-Ap_1—v2-Ap—w-A(t)—hoT,—1—hd, ]
/tzoe E [6 1{77,_1§t<-rp_1} dt
1 vo(vi+v2+y+w,0+ ho)

_ v (v2, h) — v (v2 +w, h +6)
Y \1—v(v1+v2+y+w,0+ho)

0+ (g (v2 +w) — g (v2))

Y2ty k) —v(2ty+wh+0)
O+ A(g(va+y+w)—g(va+y))

) (M, M2)

where D, Y indicates the double inverse Fourier-Carson transform and ~ represents the
joint transform of the marks and inter-observation times.
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